
Overly Ambitious Researchers -
Fabricating Data

Ethics in the Science Classroom Case Study #1

Author(s)

Theodore Goldfarb
Michael Pritchard

Year

2000

Description

A historical case study about the cases of Dr. John Darsee and Dr. Stephen Breuning
who both were found to have fabricated data as part of their research. 

Abstract

This is one of six cases from Michael Pritchard and Theodore Golding's instructor
guide, "Ethics in the Science Classroom." 

Categories Illustrated by This Case: Issues related to fraud in scientific research
and its consequences.

Body

1. Introduction

https://onlineethics.org/sites/onlineethics/files/2021-04/Ethics%20in%20the%20Science%20Classroom_0.pdf#page=44


In recent years the National Science Foundation (NSF), the National Institutes of
Health (NIH), the Public Health Services (PHS), the Office of Scientific Integrity (OSI),
and various scientific organizations such as the National Academy of Sciences (NAS)
have spent considerable time and effort in trying to agree on a definition of scientific
misconduct. A good definition is needed in developing and implementing policies
and regulations concerning appropriate conduct in research, particularly when
federal funding is involved. This is an important area of concern because, although
serious scientific misconduct itself may be infrequent, the consequences of even a
few instances can be widespread.

Those cases that reach the public's attention can cause considerable distrust among
both scientists and the public, however infrequent their occurrence. Like lying in
general, we may wonder which scientific reports are tainted by misconduct, even
though we may be convinced that relatively few are. Furthermore, scientists depend
on each other's work in advancing their own. Building one's work on the incorrect or
unsubstantiated data of others infects one's own research; and the chain of
consequences can be quite lengthy, as well as very serious. This is as true of honest
or careless mistakes as it is of the intentional distortion of data, which is what
scientific misconduct is usually restricted to. Finally, of course, the public depends
on the reliable expertise of scientists in virtually every area of health, safety, and
welfare.

Although exactly what the definition of scientific misconduct should include is a
matter of some controversy, all proposed definitions include the fabrication and
falsification of data and plagiarism. As an instance of fraud, the fabrication of data is
a particularly blatant form of misconduct. It lacks the subtlety of questions about
interpreting data that pivot around whether the data have been fudged, or
manipulated. Fabricating data is making it up, or faking it. Thus, it is a clear instance
of a lie, a deliberate attempt to deceive others.

However, this does not mean that fabrications are easy to detect or handle
effectively once they are detected; and this adds considerably to the mischief and
harm they can cause. Two well-known cases illustrate this, both of which feature
ambitious, and apparently successful, young researchers.

2. Background



Dr. John Darsee was regarded a brilliant student and medical researcher at the
University of Notre Dame (1966-70), Indiana University (1970-74), Emory University
(1974-9), and Harvard University (1979-1981). He was regarded by faculty at all four
institutions as a potential "all-star" with a great research future ahead of him. At
Harvard he reportedly often worked more than 90 hours a week as a Research
Fellow in the Cardiac Research Laboratory headed by Dr. Eugene Braunwald. In less
than two years at Harvard he was first author of seven publications in very good
scientific journals. His special area of research concerned the testing of heart drugs
on dogs.

3. The Darsee Case
All of this came to a sudden halt in May 1981, when three colleagues in the Cardiac
Research Laboratory observed Darsee labeling data recordings 24 seconds, 72
hours, one week, and two weeks. In reality, only minutes had transpired. Confronted
by his mentor Braunwald, Darsee admitted the fabrication; but he insisted that this
was the only time he had done this, and that he had been under intense pressure to
complete the study quickly. Shocked, Braunwald and Darsee's immediate
supervisor, Dr. Robert Kroner, spent the next several months checking other
research conducted by Darsee in their lab. Darsee's research fellowships were
terminated, and an offer of a faculty position was withdrawn. However, he was
allowed to continue his research projects at Harvard for the next several months
(during which time Braunwald and Kroner observed his work very closely).

Hopeful that this was an isolated incident, Braunwald and Kroner were shocked
again in October. A comparison of results from four different laboratories in a
National Heart, Lung and Blood Institute (NHLBI) Models Study revealed an
implausibly low degree of invariability in data provided by Darsee. In short, his data
looked "too good." Since these data had been submitted in April, there was strong
suspicion that Darsee had been fabricating or falsifying data for some time.
Subsequent investigations seemed to indicate questionable research practices
dating back as far as his undergraduate days.

What were the consequences of John Darsee's misconduct? Darsee, we have seen,
lost his research position at Harvard, and his offer of a faculty position was
withdrawn. The National Institutes of Health (NIH) barred him from NIH funding or



serving on NIH committees for ten years. He left research and went into training as a
critical care specialist. However, the cost to others was equally, if not more, severe.
Harvard-affiliated Brigham and Women's Hospital became the first institution NIH
ever required to return funds ($122,371) because of research involving fraudulent
data. Braunwald and his colleagues had to spend several months investigating
Darsee's research, rather than simply continuing the work of the Cardiac Research
Laboratory. Furthermore, they were severely criticized for carrying on their own
investigation without informing NIH of their concerns until several months later. The
morale and productivity of the laboratory was damaged. A cloud of suspicion hung
over all the work with which Darsee was associated. Not only was Darsee's own
research discredited, but insofar as it formed an integral part of collaborative
research, a cloud was thrown over published research bearing the names of authors
whose work was linked with Darsee's.

The months of outside investigation also took others away from their main tasks and
placed them under extreme pressure. Statistician David DeMets played a key role in
the NIH investigation. Fifteen years later, he recalls the relief his team experienced
when their work was completed.50

For the author and the junior statistician, there was relief that the episode was
finally over and we could get on with our careers, without the pressures of a highly
visible misconduct investigation. It was clear early on that we had no room for error,
that any mistakes would destroy the case for improbable data and severely damage
our careers. Even without mistakes, being able to convince lay reviewers such as a
jury using statistical arguments could still be defeating. Playing the role of the
prosecuting statisticians was very demanding of our technical skills but also of our
own integrity and ethical standards. Nothing could have adequately prepared us for
what we experienced.

Braunwald notes some positive things that have come from the Darsee case. In
addition to alerting scientists to the need for providing closer supervision of trainees
and taking authorship responsibilities more seriously, the Darsee incident
contributed to the development of guidelines and standards concerning research
misconduct by PHS, NIH, NSF, medical associations and institutes, and universities
and medical schools. However, he cautions that no protective system is able to
prevent all research misconduct. In fact, he doubts that current provisions could
have prevented Darsee's misconduct, although they might have resulted in earlier
detection. Further, he warns that good science does not thrive in an atmosphere of



heavy "policing" of one another's work.51

The most creative minds will not thrive in such an environment and the most
promising young people might actually be deterred from embarking on a scientific
career in an atmosphere of suspicion. Second only to absolute truth, science
requires an atmosphere of openness, trust, and collegiality.

Given this, it seems that William F. May is right in urging the need for a closer
examination of character and virtue in professional life.52  He says that an
important test of character and virtue is what we do when no one is watching. The
Darsee case and Brauwald's reflections seem to confirm this. If this is right, then it is
important that attention be paid to these matters before college, by which time
one's character is rather well set.

Many who are caught having engaged in scientific misconduct plead that they were
under extreme pressure, needing to complete their research in order to meet the
expectations of their lab supervisor, to meet a grant deadline, to get an article
published, or to survive in the increasingly competitive world of scientific research.
Although the immediate stakes are different, secondary school science students
sometimes echo related concerns: "I knew how the experiment should have turned
out, and I needed to support the right answer;" "I needed to get a good grade;" "I
didn't have time to do it right; there's so much pressure." Often these thoughts are
accompanied by another--namely, that this is only a classroom exercise and that, of
course, one will not fabricate data when one becomes a scientist and these
pressures are absent. What the Darsee case illustrates is that it is naive to assume
such pressures will vanish. So, the time to begin dealing with the ethical challenges
they pose is now, not later (when the stakes may be even higher).

4. The Bruening Case
In December 1983, Dr. Robert Sprague wrote an eight page letter, with 44 pages of
appendices, to the National Institute of Mental Health (NIMH) documenting the
fraudulent research of Dr. Stephen Breuning.53  Breuning fabricated data
concerning the effects psychotropic medication have on mentally retarded patients.
Despite Breuning's admission of fabricating data only three months after Sprague
sent his letter, the case was not finally resolved until July 1989. (Sprague credits
media attention with speeding things along!) During that five and one-half year



interval, Sprague himself was a target of investigation (in fact, he was the first
target of investigation), he had his own research endeavors severely curtailed, he
was subjected to threats of lawsuits, and he had to testify before a United States
House of Representatives Committee. Most painful of all, Sprague's wife died in
1986 after a lengthy bout with diabetes. In fact, his wife's serious illness was one of
the major factors prompting his whistleblowing to NIH. Realizing how dependent his
diabetic wife was on reliable research and medication, Sprague was particularly
sensitive to the dependency the mentally retarded, clearly a vulnerable population,
have on the trustworthiness of not only their care givers, but also those who use
them in experimental drug research.

Writing nine years after the closing of the Bruening case, Sprague obviously has
vivid memories of the painful experiences he endured and of the potential harms to
participants in Bruening's studies. However, he closes the account of his own
experiences by reminding us of other victims of Bruening's misconduct--namely,
psychologists and other researchers who collaborated with Bruening, but without
being aware that he had fabricated data.

Dr. Alan Poling, one of those psychologists, writes about the consequences of
Bruening's misconduct for his collaborators in research. Strikingly, Poling points out
that between 1979 and 1983, Bruening was a contributor to 34% of all published
research on the psychopharmacology of mentally retarded people. For those not
involved in the research, initial doubts may, however unfairly, be cast on all these
publications. For those involved in the research, efforts need to be made in each
case to determine to what extent, if any, the validity of the research was affected by
Bruening's role in the study. Even though Bruening was the only researcher to
fabricate data, his role could contaminate an entire study. In fact, however, not all of
Bruening's research did involve fabrication. Yet, convincing others of this is a time-
consuming, demanding task. Finally, those who cited Bruening's publications in their
own work may also suffer "guilt by association." As Poling points out, this is
especially unfair in those instances where Bruening collaborations with others
involved no fraud at all.

5. Readings



For readings on scientific integrity, including sections on the fabrication of data and
a definition of scientific misconduct, see:

Integrity and Misconduct in Research Washington, D.C.: U.S. Department of
Health and Human Services, 1995.
On Being a Scientist, 2nd ed. (Washington, D.C.: National Academy Press, 1995)
Honor in Science Research Triangle Park, NC: Sigma Xi, The Scientific Research
Society, 1991.

Sources for information on the Darsee case include:

Sharen Begley, with Phyllis Malamud and Mary Hager, "A Case of Fraud at
Harvard," Newsweek, February 4, 1982, pp. 89-92.
Richard Knox, The Harvard fraud case: where does the problem lie?, JAMA, Vol.
249, No. 14, April 3, 1983, pp. 1797-1807.
Walter W. Stewart, The integrity of the scientific literature, Nature, Vol. 325,
January 15, 1987, pp. 207-214.
Eugene Brunwald, "Analysing scientific fraud",Nature, Vol. 325, January 15,
1987, pp. 215-216.
Eugene Brunwald, "Cardiology: The John Darsee Experience", in David J. Miller
and Michel Hersen, Research Fraud in the Behavioral and Biomedical Sciences
(New York: John Wiley & Sons, Inc., 1992, pp. 55-79.

For readings on Bruening, see

Sprague, Robert L., "The Voice of Experience," Science and Engineering Ethics,
Vol. 4, Issue 1, 1998, p. 33.
Poling, Alan, The Consequences of Fraud, in Miller and Hersen, pp. 140-157.
The Miller and Hersen book includes other good essays on misconduct in
science.

6. Issues
The Darsee and Bruening cases raise a host of ethical questions about the nature
and consequences of scientific fraud:

What kinds of reasons are offered for fabricating data?



Which, if any, of those reasons are good reasons--i.e., reasons that might justify
fabricating data?
Who is likely to be harmed by fabricating data? Does actual harm have to occur
in order for fabrication to be ethically wrong?
What responsibilities does a scientist have for checking on the trustworthiness
of the work of other scientists?
What should a scientist do if he or she has reason to believe that another
scientist has fabricated data?
Why is honesty in scientific research important to the scientific community?
Why is honesty in scientific research important for the public?
What might be done to diminish the likelihood that research fraud occurs?
What applications of the concerns raised in the above questions are there for
teaching science classes in high school? Middle school? Elementary school?

50Demets, David, "Statistics and Ethics in Medical Research," forthcoming in
Science and Engineering Ethics. (P. 29 of draft.) At the 1994 Teaching Research
Ethics for Faculty Workshop at Indiana University's Poynter Center, DeMets
recounted in great detail the severe challenges he and his team of statisticians
faced in carrying out their investigation.
51Eugene Braunwald, "Cardiology: The John Darsee Experience," in David J.
Miller and Michel Hersen, Research Fraud in the Behavioral and Biomedical
Sciences (New York: John Wiley & Sons, Inc., 1992, pp. 55-79.
52May, William F., "Professional Virtue and Self-regulation," in Joan Callahan,
ed., Ethical Issues in Professional Life (New York: Oxford University Press,
1988), p. 408.
53Sprague, Robert L., "The Voice of Experience," Science and Engineering
Ethics, Vol. 4, Issue 1, 1998, p. 33.
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