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This case presents a hypothetical scenario in health care. The framing here is on
algorithmic design and product recommendation accuracy. Ethics is salient even
though one might argue it is also a design choice type of problem. But because this
relates to health and insurance premiums the ethical link makes a lot of sense.
Overall, the case is well presented and it includes a brief ethical analysis by
discussing the principle of beneficence and how it relates to decision making.
Multiple ethical perspectives are not brought to question though. I think that the
case can be much stronger if that is done. Here I will present two different scenarios
for further discussion. One relies on the algorithm as the "punisher" since it basically
penalizes people for smoking. The other relies on the algorithm as the "extremist"
since it ignores every other aspect about a person's health status rather than their
smoking behavior.

Scenario One: The Punisher
Can we think of punishment for good? In this case, the algorithm, in its current form,
exposes the truth about people when it comes to their smoking behavior. In doing
so, it purposively places smokers in the high risk group which essentially means they
will have higher insurance premiums. At first sight, this is bad, perhaps seen as
discrimination. But can we think of such punishment as good? Can we use it, for
example, to provoke the duty of self-improvement? In other words, even though you
are healthy in any other way the fact that your smoke is so unhealthy (in the eyes of
the algorithm and those who developed) that it automatically places you in the high
risk group. This classification can annoy some and make them feel like they don't
belong -- especially smokers who engage in other healthy related behaviors, such as
exercising. Yet, such classification can also benefit some and prompt them to stop



and think about how unhealthy their smoking behavior actually is. On the bright
side, such reflection may motivate them to quit. A pessimist would discourage such
utopian ideas and say that punishment actually leads to rebellion. Since smokers
now know they are financially penalized for smoking they may actually increase
their nicotine consumption out of anger and protest. And we all know that THAT is
undesirable. But, is there any other way punishment can be good? What about
conscious punishment? Or even the idea of a health tax to improve the life of others
and therefore invoke the duty of beneficence?

Scenario Two: The Extremist
Here I highlight a few injustices associated with extreme algorithms. The situation
remains the same. Smokers pay more for health insurance simply because they
engage in smoking behavior. Let me start with a question: How and why is that
actually unfair? After all, we know from scientific research that the risk of lung
cancer is greatly higher among smokers (see White, 1990 for an example). Well,
there are probably a lot of people who, every now and then, smoke but other than
that, they are actually quite healthy. For example, they might exercise on a daily
basis, eat well, and have good genes. Should they pay more because they smoke,
you know, socially or as I wrote before, every now and then? Is smoking behavior
really the best proxy we can come up with for deciding someone's health status?
Why not examine other healthy related types of data and make a more accurate and
fair decision? Isn't that our duty, as citizens, anyway? To be fair and use all the
information we have to make a decision? But, the counter-argument here is, well,
there are only a few people who smoke and actually engage in healthy behavior.
After all, smoking is correlated with drinking and that is also quite bad for you (see
Batel et al., 1995; Burton and Tiffany, 1997). On top of that, no algorithm is perfect.
Plus, the cost and time to gather all the information is absurd and irrational for the
firm, from a business perspective. Why not then follow Simon's bounded rationality
approach? Would we really be unethical if doing so? In the end, we know the
algorithm has good intentions - smoking is unhealthy and correlated to other
unhealthy behavior and its goal is to capture that (i.e., health risk). But, should
healthy smokers really pay the same insurance premium, ceteris paribus, as
unhealthy smokers? Is that actually fair? What does that say about your business,
from a moral perspective? Again, we go back to issues of fairness related to
algorithmic extremism.
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