
Duke University’s Responsible Conduct of Research Program is led by the 
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Graduate School. The major components of the program are a day long orientation 

training for incoming PhD students, department and center-level ethics training 

tailored to specific research and forums on specific topics. Graduate students must 

participate in a defined number of forums to receive graduate credit, which is part of 

the PhD requirements at Duke. The Pratt School of Engineering collaborates with 

the Graduate School.



This particular RCR forum addresses biotechnology and its many research 
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mandates. It draws heavily from D.A. Vallero (2010). Environmental Biotechnology: 

A Biosystems Approach. Elsevier Academic Press. ISBN-10: 012375089X; ISBN-

13: 978-0123750891.



A bit of humor, based on the so-called “Gray Goo Syndrome” first articulated by Sir 
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Martin Rees (2003). Our Final Hour: A Scientist's Warning: How Terror, Error, and 

Environmental Disaster Threaten Humankind's Future In This Century--On Earth 

and Beyond. Basic Books. ISBN-10: 0465068626 

ISBN-13: 978-0465068623. Rees presents an unlikely worst case scenario, in which 

well-intentioned scientists unleash genetically engineered “superpathogens” that 

can ultimately turn the entire globe into goo as a result of out of control bacterial 

metabolism (e.g. shutting off normal homeostasis)…

This is an interesting teaching device: Try a thought experiment related to our own 

research. What is the worst possible outcome that could result from the most 

unfortunate confluence of events? What if someone wanted to take your newly 

found knowledge and deliberately misuse it (i.e. dual use)?



This case creates hidden agendas to illustrate how perspectives can help to 
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determine the acceptability of an engineering project. See the four different cases. 

Do not let the readers know that their case is different from the others.



This is the first canon of every engineering code of ethics. Our principal client is the 
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“public.” In this way, we differ from physicians (patient), attorneys (justice system) 

and most other professionals.



This list is a compilation of the steps taken by state and federal environmental 
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agencies to remediate sites. It is provided here as a benchmark for the L’Acide 

case. How well does the case adhere to these nine standards?



Environmental engineers must be aware that the outcomes of their designs and 
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actions are uncertain; i.e. the desired outcome is never a sure thing. The best we 

can do is control the initial and boundary conditions to some level of satisfaction. In 

fact, even good projects have a potential (albeit very small likelihood) for harm. This 

is a function of contingent probabilities (often almost impossible to quantify) of 

events that lead to different outcomes.



Here is a case where we improved the likelihood of our desired outcome, but also 
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increased the likelihood of a negative outcome….



In this hypothetical example, the decision tree shows competition among values 
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(environmental, health and food). All three are desirable, but at what threshold is 

something good for food yet a “no go” because of potential impacts on health? This 

is a common debate concerning genetically modified organisms (GMOs).



Europe has been a leader in GMO precautionary viewpoints. Here is the EU’s 
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hazard system. It is possible that even if a microbe is in the green category, with 

increased information or due to adaptive changes, it could move toward greater 

risks. E. coli is an example. The question for scientists is that given the uncertainties 

associated with recombinant DNA insertion and other areas of genetic modification, 

could we be introducing expression of traits other than those we have targeted; e.g. 

could allergenicity of plants be increased as we insert genes to improve production? 

Or, could the newly introduced strains gain competitive advantages over indigenous 

, unmodified strains, which adversely affects biodiversity, predator-prey 

relationships, food chains or productivity in adjacent ecosystems?



This is another European classification related to plant pathogenesis. Thus, the 
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same microbe could have different levels of concern depending on the receptor 

(e.g. humans versus plants).



This is a modification of Baquero et al. conception of how microbial populations can 
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grow, adapt and transform in the environment. In the lower level reactors (1 and 2), 

human and animal microbial populations (filled circles) mix with environmental 

microbial populations (clear circles), which increases genetic variation, allowing new 

resistance mechanism in the microbial populations, whereupon these new strains, 

with the potential for greater resistance, are re-introduced to the human and animal 

environments (feedback arrows). Therefore, even if the human populations have not 

yet used an antibiotic, if a similar form is used in animals, the genetic adaptations 

may allow for resistant strains of bacteria to find their way into human populations, 

rendering a new antibiotic less efficacious. 

Such “reactors” provide lessons on the chaos discussed in earlier slides.



This slide illustrates that the flow of events and outcomes between an undesirable 
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effect and a desirable effect can be quite similar. For example, an accidental release 

of a genetically modified bacterium from research is highly regulated (e.g. in the 

U.S., the National Institutes of Health has strict confinement rules for microbes 

undergoing research), but very similar strains may be intentionally applied to “non-

research” projects, such as environmental cleanup.

What lessons can be or need to be learned from these similarities?



The following slides illustrate the illusion that the top line appears longer.
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But….
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As we learn more…
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We find…
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… that the difference…
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… does not, in fact, exist.
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… but all generalizations are bad (including the generalization that all 
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generalizations are bad)…

Think about that……



One of the vexing problems in environmental decision making is how to place a 
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value of resources. Monetized value is the easiest, e.g. benefit-cost ratios.



The first step in environmental ethics is to decide what is valued and what value 
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system is being used….



Human-oriented?
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Organism-oriented?
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Or, ecosystem-oriented?
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Often, if humans are the exclusive concern, then utility (use of the resource) is the 
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metric. However, such a utilitarian view may not be supportable when the metric is 

something other than the “greatest good for greatest number….”

Empathy is a very useful metric, whether just for humans or for other sentient 

animals. 

Sustainability tracks with a systems (e.g. life cycle perspective).



Each of the systems has a commensurate function or credo.
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The danger of deep ecology is that it can be used to diminish value of individuals 
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(the person) compared to some “systematic” value. People should never be used as 

objects.



This slide indicates the exponential growth of environmental legislation over 
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This slide indicates the exponential growth of environmental legislation over 

the past few decades. These laws apply to all media, e.g. air, water, soil…



These factors were drawn from the nuclear power industry -- V. Covello (1992). Risk 
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comparisons and risk communications. In Communicating Risk to the Public. R.E. 

Kasperson and P. Stallen (Eds.). Kluwer, New York, NY.
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Risk is a very common term, but what does it really mean and how does it apply to 
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ethical decision making.
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This has actually become the standard, but is slowly changing (e.g. the National 
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Academy of Engineering recently released its Science and Decisions…).



Here is a risk assessment paradigm used in U.S. environmental regulatory 
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agencies.



Most people do not think like scientists and engineers. And even within the scientific 
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community, there is much diversity in how to assess risks (e.g. social scientists 

versus engineers; environmental engineers versus mechanical engineers)



Quantifying risk depends on a biological gradient (taken from pharmacology).
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Harm can be a social phenomenon (at least, its existence is determined through a 
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social lens). In this case, the curve for cancer is forced through zero dose. Thus, 

one molecule can cause cancer (unlikely, but that is a policy).



RfD is the environmental safety factor, but only applies to non-carcinogens. The “no 
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observable adverse effect level” (NOAEL) is usually derived from animal studies. 

Note that uncertainty can come from the research – e.g. the inter- and intra-species 

uncertainty factors. UFinter factors in the differences in sensitivity of the test animals 

and humans, whereas UFintra represents the differences in sensitivity for certain 

groups of humans (e.g. children, immunocompromised, elderly). Other uncertainties 

(UFother) may result from different study designs or the data, e.g. if a NOAEL is not 

established, then the threshold may be estimated from the lowest observed adverse 

effect level (LOAEL).



The RfD is designed to provide a margin of safety (note that uncertainty factors are 
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included in the denominator so increasing uncertainty means a lower acceptable 

concentrations. With much uncertainty, the RfD approaches 0. An RfD of zero 

means there is no safe dose.



Sometimes, improved and greater amounts of data show that RfD has been too 
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protective.



The dose-response and RfD are inherent to the hazard (e.g. toxicity). The other half 
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of the risk equation is exposure. The highlighted areas show where engineers can 

reduce exposures, thus help to manage risks.



There is not a complete consensus, and many disagree with this equation of 
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exposure, but it does indicate that exposure is a function of time. In this instance, 

exposure is integration of the concentration of a substance with respect to time. So, 

the longer one is exposed and the higher the dose, the greater the exposure. 



This equation is also a convenient way to show that engineers may have to leave 
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their traditional comfort zones to address risk. Most engineers are less comfortable 

with the social sciences, but estimating exposures means knowing where people 

are, how long they spend in these locations and maybe even why they do so (e.g. 

most of the time, people stay indoors – but this varies by season, by age and other 

demographics and even by culture). Also, general rules can be dangerous. For 

example, applying potential exposures from mean U.S. household activities, such 

as cleaning, may be completely inapplicable to maquiladora communities on the 

U.S.-Mexican border. In this instance, the floors were swept frequently, but they are 

sometimes only dirt floors. So, the “cleaning” would actually increase exposure to 

soil-laden contaminants.



Back to the L’Acide case: Does any of this risk information change the answers that 
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each group suggested after reading the cases?



Bottom line: The currency of engineering is trust; trust from the public, trust from the 
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client, and trust in ourselves.



David Resnik of the National Institute of Environmental Health Sciences shared 
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these steps with Duke in a keynote at our RCR orientation (August 2008 and August 

2009). A key point is that not making a decision is indeed a decision and not acting 

is an act! So, a fact-based, moral decision is preferred. This follows the logical 

instrument, the syllogism:

•Fact-based premise

•Fact-value premise (link between facts and moral imperatives)

•Evaluative premise

•Moral conclusion



The precautionary principle is more widely applied in Europe’s regulatory 
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community than in the U.S. It states that if the potential for widespread, irreversible 

negative consequences can result, then such an action should be prohibited (e.g. a 

drug, chemical should be kept off the market). This can be good, but can also 

present opportunity costs, such as not approving a drug that may be efficacious in 

treating diseases, e.g. cancer drugs.



The Greek is roughly translated as “skill of character.”
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The Latin is roughly translated as “let the client trust.”

All engineering codes of ethics include requirements of both character (“hold 

paramount the safety, health and welfare of the public) and competence (e.g. 

conduct within one’s own area of expertise and be a faithful agent).



If you would like to adapt this presentation or the cases, please contact:
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Daniel A. Vallero, Ph.D. 

Adjunct Professor of Engineering Ethics 

Pratt School of Engineering 

Duke University 

Phone: 919-660-5200 

Fax: 919-660-5219 

Website: http://www.cee.duke.edu/faculty/vallero/index.php


